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ABSTRACT Rapid advancements in digital innovation and globalization has significantly increased the
complexity of financial networks, making them more vulnerable to fraud. Traditional fraud detection
methods struggle to keep pace with evolving fraudulent strategies, contributing to an estimated global
financial loss of $ 5 trillion. In response, this review paper explores the role of artificial intelligence
(AI) in financial fraud detection, highlighting machine learning (ML), deep learning (DL), and hybrid
models as transformative solutions. By analyzing vast datasets, AI can uncover hidden fraud patterns and
dynamically adapt to emerging threats. Techniques such as supervised and unsupervised learning, along with
advanced approaches like Graph Neural Networks (GNNs), have proven particularly effective in detecting
various types of financial fraud, including payment fraud, identity theft, and money laundering. This paper
presents a comprehensive taxonomy of AI-driven fraud detection methodologies, synthesizing insights
from a substantial number of research papers. It systematically categorizes fraud detection techniques
based on their application in different types of fraud, providing a structured framework to understand their
effectiveness. In addition, it examines the role of cloud computing, edge AI, and distributed systems in
enabling real-time transaction monitoring and fraud detection. Although AI significantly improves detection
accuracy, reduces operational costs, and strengthens regulatory compliance, challenges such as model
explainability, data privacy concerns, algorithmic bias, and the dynamic nature of fraud remain critical
barriers to widespread adoption. Our review highlights the need for collaborative efforts among financial
institutions, regulators, and technology providers to address these challenges. Future research should focus
on improving the transparency of the AI model, integrating AI with blockchain for secure data sharing,
and leveraging federated learning to enhance fraud detection capabilities. By addressing these challenges,
AI can play a pivotal role in securing financial systems, minimizing fraud risks, and fostering cross-industry
collaboration for more resilient fraud detection frameworks.

INDEX TERMS Fraud detection, AI models, financial networks, anomaly detection, financial fraud.

I. INTRODUCTION
Financial networks are complex and interconnected systems
that enable the exchange of monetary value, financial
instruments, and data among global institutions. These
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networks include banks, payment gateways, stock exchanges,
and decentralized finance systems, forming the backbone
of the global economy by enabling transactions, trade, and
investments [1]. With the rapid rise of digital payments and
blockchain technologies, the scope of financial networks has
expanded, driving innovation and increasing transaction effi-
ciency. However, this evolution has also made these networks
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vulnerable to fraudulent activities, which require advanced
mechanisms of protection and trust [2]. Fraud in financial
networks encompasses a wide range of deceptive practices
such as identity theft, money laundering, and payment
fraud, exploiting vulnerabilities for monetary gain [3]. The
global impact of such fraud is staggering, with an estimated
$5 trillion lost annually [116]. Traditional fraud detection
methods, like rule-based systems, often fail to keep pace with
the growing sophistication of fraudulent schemes, leading to
challenges such as false positives, inefficiency, and difficulty
in real-time detection [4]. Artificial Intelligence (AI) offers
transformative capabilities to address these issues, leveraging
its ability to analyze massive datasets, detect hidden patterns,
and adapt to emerging fraud tactics [5].

Techniques such as supervised learning for fraud clas-
sification and unsupervised learning for anomaly detection
have proven to be particularly effective in combating
financial fraud, offering the ability to detect both known
and novel fraudulent patterns. While unsupervised tech-
niques are excellent at identifying anomalies in unlabeled
datasets—often uncovering previously unknown fraudulent
behaviors—supervised models, trained on historical labeled
data, can reliably distinguish between authentic and fraud-
ulent transactions. Additionally, the area has undergone
significant evolution thanks to advances such as graph
neural networks (GNNs), which enable the analysis of large,
interrelated transactional data and reveal hidden relationships
and cooperative fraud schemes that older models might over-
look. In addition to being extremely accurate and scalable,
these AI-powered systems can handle enormous amounts
of financial transactions in real-time, which is essential
for early detection and prevention. As a result, operating
expenses and false positives are significantly decreased,
improving user experience and efficiency. AI is still a crucial
technology for enhancing fraud detection capabilities and
preserving the integrity of financial systems, despite several
obstacles, such as poor data quality, difficult-to-understand
sophisticated models, and ethical issues, including bias and
transparency [5]. The increasing interest in using AI for
fraud detection is driven by the urgent need to ensure
the dependability and credibility of financial networks,
particularly in light of the swift digital transition. The threat to
people, companies, and entire economies is serious, as global
financial fraud losses are projected to be in the trillions
of dollars each year [4]. Adopting cutting-edge AI-driven
solutions are crucial to staying ahead of these risks, as tra-
ditional methods like rule-based systems and manual audits
have proven inadequate against today’s constantly changing,
technologically complex fraud techniques [3]. The dynamic
nature of financial transactions driven by decentralized
finance, mobile payments, and Internet banking requires real-
time, flexible solutions. AI’s capacity to evaluate enormous
amounts of data, spot minute trends, and quickly and
accurately forecast fraud is making it a game-changer. The
objectives of this effort are to improve fraud detection, lower
financial losses, improve regulatory compliance, and restore

consumer confidence in digital financial services. In the end,
it tackles the increasing demand for intelligent, scalable,
and dependable technologies to protect the global financial
system. Although the focus of this study is on AI methods
for financial fraud detection, new issues, including model
security, ownership verification, and intellectual property
protection, particularly in federated learning and edge AI
contexts, have also drawn attention recently [117], [118],
[119], [120], [121], [122]. Figure 1 shows an overview of the
AI-driven fraud detection system.

The purpose of this paper is to provide a comprehensive
analysis of the current state of Artificial Intelligence (AI)
in fraud detection within financial networks, highlighting
its transformative impact, challenges, and future potential.
By synthesizing existing research and practical applications,
the review aims to explore how AI techniques, such as
machine learning, deep learning, and natural language pro-
cessing, are being leveraged to detect and prevent fraudulent
activities in real-time. The main contributions of this paper
are summarized in the following.

• We have proposed a comprehensive framework that
organizes and synthesizes various techniques and
approaches employed in fraud detection within financial
networks.

• We have provided an in-depth analysis of AI models
and algorithms, including machine learning and deep
learning, that are widely used in fraud detection systems
to effectively identify and mitigate fraudulent activities.

• We have systematically categorized fraud detection
methodologies based on their application to different
types of financial fraud, such as credit card fraud, money
laundering, and insider trading, providing insight into
their specific use cases and effectiveness.

• In addition, we have examined strategies for managing
large volumes of financial transactions, highlighting
the role of cloud computing, edge AI, and distributed
systems in enabling real-time data processing and
detection.

• We have studied a total of 121 research papers and
summarized them. As a result, from a single paper, you
can gain the collective knowledge of these 121 papers.

• Finally, we have identified critical research challenges,
including the need to improve model accuracy, maintain
data privacy, and address the constantly evolving nature
of fraud, which needs to be resolved to achieve
widespread adoption and scalability of AI-driven fraud
detection systems.

The structure of the paper, shown in Figure 2, methodically
introduces the investigation of AI for the detection of
financial network fraud. Section II (Related Works) reviews
the existing literature, summarizing significant developments
and highlighting gaps in the application of AI techniques
for fraud detection. Section III (Methodology) outlines the
framework and methods used in this study, including the
criteria for choosing and evaluating 121 research articles,
as well as the classification of AI techniques. Section IV
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FIGURE 1. System Overview of AI-Driven Fraud Detection.

FIGURE 2. Organization of our review.

(Taxonomy) outlines the various steps and sub-steps involved
in the work. In Section V (Detailed Taxonomy), we extract
the components and provide their results, along with the
related papers. In Section VI (Industrial Applications of AI
in Financial Fraud Detection), we mention some research
articles and articles based on this. In Section VII (ISO
Standards in Fraud Detection), we mention some ISO
standards for financial fraud detection that can help us detect
fraud ethically. Section VIII (Open Issues and Challenges)
offers insights into areas requiring further investigation,
highlighting unresolved issues. The main contributions of the
study are summarized in Section IX (Conclusion and Future
Work), which also proposes avenues for enhancing AI-driven
fraud detection systems.

II. RELATED WORKS
Fraud detection is an important problem in financial net-
works, especially as they become more complex and difficult

TABLE 1. Comparison among review papers.

to protect against. Artificial Intelligence (AI) has become
one of the most effective means in the fight against financial
fraud. This section aims to discuss the shift from earlier
conventional methods to new-age AI methods including
big data, blockchain, Machine learning, and Deep learning
techniques. First, we compared our review paperwith existing
review papers. For this comparison, wemainly considered the
Q1 and Q2 journal papers.

Compared to the existing literature, our suggested review
takes a more comprehensive and integrated approach to
the use of AI technology in financial fraud detection.
In Table 1, a comparison table is presented that identifies
gaps and limitations in recent research ( [11], [25], [26],
[28], [29], [63], [67], [69], [72], [73], [78], [82], [114],
[115]), particularly in their failure to simultaneously focus
on essential areas such as anomaly identification, fraud
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detection, and real-time analysis. For example, while most
of the evaluated publications use Artificial Intelligence (AI),
Machine Learning (ML), Deep Learning (DL), Big Data
(BD), and Data Mining (DM) approaches, many do not
address the real-time analysis required for successful fraud
detection in dynamic financial networks.

In article [114], the authors described different AI models
starting with Random Forests along with Convolutional
Neural Networks and LSTM networks with evaluations of
their detection capabilities of fraudulent transactions.

Traditional and innovative credit card fraud prevention
techniques are analyzed in [115], where it is found that
the equation-based and rule-based models struggled with
dynamic fraud patterns, while the agent-based models
effectively adapted to evolving fraud.

Common machine learning algorithms in banking include
random forests, decision trees, and support vector machines.
The study also highlighted banking applications and ethical
challenges such as data privacy concerns and AI biases in
financial decisions [69].

In [73], researchers investigated the ways artificial intelli-
gence (AI) improves cybersecurity in financial transactions.
The paper examined the role of artificial intelligence through
automated techniques that protect against cyber threats and
fraudulent activities, as well as automate security measures.

In [67], the study addressed data gathering issues and
the importance of effective data preprocessing for improved
detection performance.

Article [78] explores machine learning approaches, class
imbalance issues, and feature engineering in fraud detection.
It categorizes fraud detection constraints into data-related,
security-related, and implementation issues, highlighting
challenges like class imbalance, data scarcity, data drift, and
overlapping data.

The findings in [82] provide a detailed review of the
performance indicators and effectiveness of several algo-
rithms in identifying credit card fraud. Many examined
studies identified the lack of different datasets as a significant
restriction that affects the quality and effectiveness of
research output.

Better strategic decisions are made possible by the study’s
suggested service architecture, which links industry and
research. The results indicate that AI increases marketing
segmentation and customer service for basic tasks [63].
According to the study, credit card fraud is the most

investigated kind, with the most recent research peaking in
2016. The two ML algorithms that are used most frequently
are SVM and ANN [72].

In [25], researchers highlight SNA and graph-based
techniques for improved fraud identification and propose the
use of deep learning with preprocessing and contextual data
to improve financial cybercrime detection.

The authors in [26] discuss numerous big data applications
for financial risk management, such as credit risk assessment,
liquidity risk assessment, and fraud detection. However, rely-
ing on complex algorithms may require large computational

resources and experience, which might be prohibitive for
some financial organizations.

According to the review, DL techniques, in particular graph
models, CNNs, and autoencoders, are quite successful in
detecting fraud. However, one of the biggest problems with
AI-based anti-money laundering systems is still their lack of
interpretability and transparency [11].

The most popular method, according to the analysis,
was SVM (23%), followed by Random Forest and Naïve
Bayes (15%). Credit card and insurance fraud are the main
objectives of data mining for the detection of financial fraud
(81.33%). Although hybrid models increase accuracy and
decrease false positives, inconsistent datasets and assessment
criteria continue to be a problem [28].

This study examines graph-based anomaly detection
(GBAD) for fraud detection, emphasizing how well it
models intricate relationships in networks such as insurance
and banking. It offers a framework for comprehending
GBAD applications and examines trends, problems, and
solutions [29].

In this paper, we offer a detailed understanding of
cutting-edge technology by combining fraud detection,
anomaly detection, and real-time analysis in a novel way.
It emphasizes real-time fraud prevention and anomaly
detection while focusing on real-world applications, recent
research from 2020 to 2025, and developing trends.

In addition to the high-quality Q1 and Q2 publications,
we analyzed other studies that, although not of the same
quality, still provide useful insights. For example, According
to one of the studies published, it is possible to significantly
improve fraud detection systems by using AI, data mining,
and geolocation as complementary factors [110]. Another
analysis found that supervised learning approaches, such as
Random Forest and neural networks, are especially good at
detecting fraudulent credit card transactions [27]. A thorough
review found that supervised learning models are dominant
in AI-driven fraud detection in the banking industry. Of the
112 publications analyzed, 45 focused on approaches such
as decision trees, support vector machines, and neural
networks [54].

III. METHODOLOGY
A. SEARCH STRATEGY
(a) Utilized Databases: To ensure a thorough coverage of
related research, the literature for this study was compiled
methodically from reliable academic databases. An impor-
tant resource for researching developments in machine
learning, artificial intelligence, and their uses in financial
systems, particularly AI-driven fraud detection, is IEEE
Xplore, which is well known for its large collection of
academic publications. In the same way, Springer made
excellent peer-reviewed articles and conference proceedings
accessible, providing important information on AI-based
fraud detection techniques. The retrieval of publications on
machine learning, deep learning, and hybrid models, all
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FIGURE 3. Proportion of Studies.

crucial for comprehending complex fraud detection methods,
was made possible using Elsevier’s ScienceDirect platform.
Furthermore, Google Scholar was used to find papers from a
variety of publications and conferences outside the control
of certain publishers, thereby expanding the scope of the
literature study. We reviewed research papers from major
publishers such as IEEE, Elsevier, Springer, MDPI, Taylor
and Francis, ACM, Wiley/Sage, and various other local and
emerging journals. Here, we present a pie chart in Figure 3
showing the proportion of studies.

(b) Keywords: The search strings are designed to capture
various methodologies, types of fraud, and applications of AI
in fraud detection. Keywords and phrases included:

• ‘‘AI for fraud detection and prevention’’
• ‘‘Fraud detection in financial transactions using AI’’
• ‘‘Supervised and Unsupervised learning for fraud detec-
tion’’

• ‘‘Fraud detection review paper’’
• ‘‘User behavior usages for fraud detection review
paper’’

• ‘‘About financial networks’’
• ‘‘AI techniques for detecting transaction fraud’’
In Figure 4, we present a graphical view of the proportions

of keywords.
(c) Additional Considerations: Studies with experimental

validation and real-world applications in financial fraud
detection were included in the search to increase relevance.
The search results are refined using boolean operators
such as AND, OR, and NOT. For example: (‘‘artificial
intelligence’’ OR ‘‘AI’’) AND (‘‘financial transactions’’
OR ‘‘fraud detection’’) (‘‘deep learning’’ OR ‘‘machine
learning’’) AND (‘‘payment fraud’’ OR ‘‘insurance fraud’’).

(d) Including the Time Range: Figure 5’s horizontal bar
chart illustrates a consistent increase in research on AI-driven
financial network fraud detection between 2010 and 2025.
Although there were few publications between 2010 and
2015, suggesting that the topic was still in its infancy,
interest began to rise rapidly in 2016 and peaked in 2024.
This pattern illustrates how sophisticated fraud prevention is
becoming more and more necessary as financial risks change.
Future efforts will probably concentrate on AI-powered fraud

FIGURE 4. Proportions of Keywords.

FIGURE 5. Time frame of related works.

detection for safer transactions, as the growth underscores
AI’s critical role in boosting security, trust, and resilience in
contemporary financial systems.

B. DISTRIBUTION OF EXAMINED PAPERS BY RESEARCH
METHOD
We have collected some related articles to better analyze the
concept, and by doing this we found different types of articles.
The pie chart in Figure 6 shows the number of research
methods found in this work. The fundamental importance of
summarizing and synthesizing previous work to identify gaps
and suggest future directions in fraud detection research is
demonstrated by the fact that 35.8% of the assessed studies
used a literature review strategy. These designed experiments
made up 24.5% of the total effort, which shows practical
confirmation in the modeling of AI for the detection of fraud
activity across financial networks.Much attention has already
been paid to the use of quantitative analysis approaches,
which are 15.1% as shown in the publications used in the
research study to support the research findings. On the other
hand, theoretical or conceptual approaches, which concen-
trated on creating frameworks or algorithms without many
real-world applications, made up 13.2%Ȧlthough qualitative
research represented 3. 8%, and often analyzed cases or
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FIGURE 6. Distribution (%) of Research Methods.

interviews to study anti-fraud implementations, simulation
/ modeling (4. 7%) reconstructed the financial network for
fraud prediction, although less often than other approaches.
A mixed methods technique, which combines qualitative and
quantitative studies to generate more comprehensive insights,
was used in just 1.9% of the articles.

This distribution shows that most of the research in this
field is concerned with evaluating existing knowledge and
validating AI models by means of experimental frameworks.
Despite this, there is a considerable deficiency in the
application of mixed-methods research that might aid in
offering important insights into technical and operational
aspects of AI-based fraud detection. In addition, even though
theoretical work is valuable, focusing more on simulation
and real-world case studies might serve well to enhance
the use of the field. Finally, this conclusion states that the
transformation of AI research in fraud detection depends
on enhanced collaboration among the different disciplines
to effectively transpose theory into practice in financial
networks.

C. QUALITY ASSESSMENT
(a) Relevance to the Topic: Each study is assessed for
its direct relevance to AI-based financial fraud detection,
ensuring that it addressed at least one fraud type (e.g.,
payment fraud, identity fraud) and employed AI techniques
like ML, DL, or Hybrid Models. Priority is given to studies
focusing on financial transactions, fraud detection systems,
or technologies with practical applications.

(b) Novelty of AI Techniques: Higher ratings are given to
studies that suggested innovative approaches, such as hybrid
models, graph neural networks, or reinforcement learning
strategies. Papers that demonstrated the model’s flexibility in
responding to changing fraud trends or new threats were given
precedence. In addition, companies that used Explainable
AI (XAI) methods to improve transparency and guarantee
regulatory compliance were given preference.

(c) Practical Applicability: The scalability of the studies in
managing massive amounts of real-time financial transaction
data was evaluated. Models that are evaluated in real-world

FIGURE 7. PRISMA Flow Diagram.

situations or address real-world issues, such as computational
cost and system integration are preferred.

D. SCREENING PROCESS
The systematic review procedure of the paper is depicted
in the PRISMA [108] flow diagram of Figure 7. Finding
1,744 records from databases and an additional 14 records
from other sources is the first step. A total of 883 records
were reviewed after 875 duplicates were eliminated. Of these,
610 reports were not retrieved. In total, 273 reports are
evaluated for eligibility; those that did not use AI (50) or
fraud detection (82) were excluded. Ultimately, the review
comprised 141 studies.

This is the PRISMA flow diagram, which outlines each
step of the paper filtering process.

E. SELECTION CRITERIA
Criteria for Inclusion

Studies are chosen for review based on the following
criteria:

• Concentrate on AI/ML Methods: Research that detects
fraud in financial networks using artificial intelligence
(AI) or machine learning (ML) techniques, such as
supervised learning, unsupervised learning, deep learn-
ing, hybrid models, and reinforcement learning.

• Pertinence to the Identification of Financial Fraud:
Articles that discuss particular forms of financial fraud,
such as securities and trading fraud, insurance and
claims fraud, transaction fraud, identity fraud, and
payment fraud, among others.

• Type of Publication: Articles with confirmed scientific
contributions that have been published in peer-reviewed
journals, high-impact conference proceedings, or reli-
able internet sources.

• Validation through experimentation: Research demon-
strating experimentally how well AI/ML methods iden-
tify fraud using performance indicators (e.g., accuracy,
precision, recall, F1-score).
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• Timeframe: To ensure that the latest developments in
AI-based fraud detection are included, studies published
between 2019 and 2024 are included.

• Language: English-language papers are designed for
readability and analytical consistency.

Exclusion Criteria
To remove studies from the review, the following standards

are used:
• Topics Unrelated to Financial Fraud: Research on fraud
in unrelated fields (such as academic plagiarism or
healthcare) unless it includes transferable AI techniques
that may be used to combat financial fraud.

• Absence of AI Integration: Articles focusing on fraud
detection or prevention techniques that do not integrate
AI or ML.

• Absence of Experimental Support: Studies that only use
theoretical models with no real-world applications or
that do not offer enough experimental validation.

F. CATEGORIZATION FRAMEWORK
(a) Fraud Types: The reviewed studies encompass various
types of financial fraud, categorized based on their focus
areas. Payment fraud is a prominent concern, involving
fraudulent activities such as credit or debit card misuse,
online payment scams, and QR code fraud. Identity fraud,
another critical area, deals with the unauthorized use of
personal information to carry out transactions or identity
theft. Transaction fraud highlights anomalies in financial
activities, including unauthorized withdrawals or fund trans-
fers. Cryptocurrency fraud, emerging as a modern challenge,
involves deceptive schemes on blockchain platforms, such as
Ponzi schemes and fraudulent initial coin offerings (ICOs).
In addition, money laundering, which focuses on disguising
the origins of illegally obtained funds by passing them
through legitimate channels, represents a significant threat
within the financial ecosystem.

(b) Methods (AIMethodologies): The reviewed studies are
classified according to the AI methodologies they utilized,
revealing a range of innovative techniques for the detection
of financial fraud. Machine Learning (ML) approaches
included supervised learning methods such as Logistic
Regression, Decision Trees, Random Forests, and Support
Vector Machines (SVM), alongside unsupervised learning
techniques like K-Means clustering and anomaly detection
methods such as Isolation Forest and DBSCAN. Deep Learn-
ing (DL) methodologies demonstrated significant promise,
with Convolutional Neural Networks (CNNs) employed for
detecting fraud patterns in image or spatial data, such as
QR code authentication, and Recurrent Neural Networks
(RNNs) or Long Short-Term Memory (LSTM) applied
to sequential transaction analysis. Graph Neural Networks
(GNNs) are specifically used for exploring relationships
in networked data, including fraud rings and transaction
graphs. Hybrid models, such as stacking approaches that
combine ML and DL algorithms, and ensemble methods like
bagging (e.g., Random Forest) and boosting (e.g., Gradient

FIGURE 8. Usages tools.

BoostingMachines), aimed at improving prediction accuracy.
In addition, Reinforcement Learning (RL) facilitated adaptive
fraud detection systems that dynamically learn optimal
strategies to uncover fraudulent activities.

G. TOOLS AND SOFTWARE
Python is used in the fraud detection system due to its
robust libraries and frameworks. Pandas and NumPy are
used for data analysis and manipulation, while Scikit-learn,
TensorFlow, and PyTorch manage machine learning and
deep learning tasks. Patterns are shown using programs like
Matplotlib and Seaborn and anomaly identification is carried
out with the use of autoencoders and isolation forests. When
combined, these tools guarantee the effectiveness, scalability,
and efficiency of the system in identifying fraud. Figure 8
shows the ratio of tools used.

Diverse tools are used for different tasks. Both LaTeX
and Microsoft Word are frequently used to create documents.
Languages such as Python and R are used for data analysis,
while reference management programs such asMendeley and
Zotero aid in citation organization.

H. DATA EXTRACTION
Several fraud detection techniques, such as supervised
learning, unsupervised learning, and hybrid approaches
are the focus of the data extraction from the chosen
research. Random Forests, Gradient Boosting, Autoencoders,
Neural Networks, and anomaly detection techniques such as
Isolation Forests were among the AI techniques frequently
employed. The efficiency of the model is assessed using
performance metrics such as accuracy, precision, recall, and
F1-score, with a focus on reducing false positives and false
negatives.

IV. TAXONOMY
In Figure 9, the taxonomy of AI for fraud detection in
financial networks provides a comprehensive overview of
how AI techniques are employed in financial fraud detection
by categorizing the various components involved in the
process. At the core of the taxonomy are the types of
financial fraud, which include payment fraud, identity fraud,
transaction fraud, insurance and claims fraud, securities
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FIGURE 9. Taxonomy of AI for fraud detection in financial networks.

and trading fraud, money laundering, and fake invoicing.
These types of fraud are associated with specific methods,
such as cryptocurrency scams, credit or debit card fraud,
synthetic identity creation, and account takeovers, which
are common challenges in modern financial systems. Each
type of fraud exposes unique vulnerabilities that require
specialized approaches for effective detection.

The AI techniques used for fraud detection are divided
into Machine Learning (ML), Deep Learning (DL), and
Reinforcement Learning (RL). ML encompasses supervised
learning, where labeled data is used to differentiate fraudulent
and legitimate transactions, and unsupervised learning, which
identifies anomalies without predefined labels, making it
suitable for detecting novel fraud patterns. DL techniques
such as Convolutional Neural Networks (CNN), Graph
Neural Networks (GNN), and Recurrent Neural Networks
(RNN) are applied to process complex data structures,
recognize relationships, and analyze sequential patterns in
transactional data. Reinforcement Learning further extends
fraud detection through model-based approaches that sim-
ulate scenarios, such as claims in insurance fraud, and
model-free techniques suitable for real-time applications like
online payment monitoring.

The taxonomy also incorporates Financial Network Com-
ponents, such as banks, payment processors, credit unions,
and cryptocurrency platforms, which are key stakeholders in
the fraud detection ecosystem. These components underline
the importance of customized solutions for specific entities
within the financial network. To assess the effectiveness of

these AI systems, Fraud Detection Metrics such as precision,
recall, accuracy, and false positive rates are used. These
metrics ensure the robustness of fraud detection models by
evaluating their ability to accurately and efficiently identify
fraudulent activities while minimizing errors.

The framework also outlines various fraud detection
approaches, including anomaly detection, rule-based sys-
tems, social network analysis, and graph-based techniques.
These approaches leverage statistical models, density-based
methods, and network analytics to identify fraud patterns
and connections within financial transactions. In addition,
the taxonomy addresses Legal and Ethical Considerations,
highlighting critical issues such as data privacy, bias in AI
models, regulatory compliance, and accountability. These
considerations emphasize the need for an ethical and
transparent implementation of fraud detection systems to
maintain trust and fairness in the financial industry. This
structured framework provides a holistic understanding of
the integration of AI in financial fraud detection, balancing
technological innovation with practical and ethical responsi-
bilities.

V. DETAILED TAXONOMY
In this section, we elaborate the components of taxonomy.

A. TYPES OF FINANCIAL FRAUD
This section describes the first key element of the taxonomy,
which is the types of financial fraud. There exist several types
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of financial fraud that AI-based methods seek to identify and
are categorized in this area of taxonomy.

1) PAYMENT FRAUD
Payment fraud includes schemes that involve credit or debit
cards, online payments, and QR codes, and is one of the
main categories. People use fraudulent payment methods to
steal money and access personal information through credit
cards, debit cards, and e-payment systems. Payment fraud
operates in different ways and disrupts the lives of private
citizens, their work activities, and bank partners. Several
articles related to this type of fraud are observed that are listed
in Table 2.

Article [109] has considered the use of supervised
and unsupervised learning systems for fraud detection in
eCommerce payment systems with AI central to data control,
customers’ identification, and adaptation to new threats.
Therefore, in this research, an effort is made to find out how
accurately predictive AI is advancing the state of eCommerce
payments in cybersecurity. The study introduced a prototype
application, AML2ink, which visualizes complex financial
transaction patterns to identify suspicious activities such as
high transaction volumes, U-turn transactions, transfers to
high-risk countries, and irregular loan repayments [111].
This paper examined how AI and Big Data work together
to strengthen biometric authentication processes to protect
digital payment security. The model united machine learning
algorithms and advanced analytics to deliver real-time
protection against fraud and transaction security, as well
as user identity verification [24]. This paper introduced
a reliable profiling system to detect fraudulent payment
behavior in online transactions. The implementation method
of the credible individual behavior profiling framework spans
two crucial phases [94].

a: CRYPTOCURRENCY
Frauds and crimes committed against digital cryptocurren-
cies, including Bitcoin, Ethereum, etc. make up cryptocur-
rency fraud. People lose money because cybercriminals
take advantage of the distributed and private characteristics
of digital currencies. Here in Table 3, we mention those
types of papers where we have found cryptocurrency-related
information:

The research presents an extensive evaluation of the data
mining methods employed for the analysis of financial fraud
from 2009 through 2019. A classification structure groups
financial fraud incidents into credit card fraud, insurance
fraud, financial statement fraud, and cryptocurrency fraud
while examining performance metrics of 34 data mining
techniques. Utility-based methods such as Support Vector
Machines (SVM), RandomForest (RF), andNeural Networks
dominate the field of fraud detection, yet SVM maintains its
position as the top selection. This research review provides an
accessible resource platform for researchers and practitioners
through its compilation of current techniques and associated

strengths and drawbacks [28]. The paper shows how fraud
has become more common in cryptocurrency deals while
stressing the need to prevent these types of scams [44].

b: MOBILE PAYMENT
People who commit mobile payment fraud use mobile wal-
lets, QR codes, and contactless payment methods to illegally
take money from users. Mobile payments face increasing
security threats as many users adopt this convenient payment
method.

c: CREDIT / DEBIT CARD
Credit/Debit Card Fraud exists when fraudsters improperly
use another person’s credit or debit card details to make
purchases or steal funds from their account. When people
or organizations perpetrate this fraud, it creates monetary
losses plus puts victims at risk of having their identities stolen
and their systems compromised. In the following papers in
Table 4, we can see the existing work based on credit/debit
card fraud:

The research outlines a framework to improve the detection
of bank credit card fraud through artificial intelligence and
combines it with data mining and geolocation analysis [110].
This paper investigates how machine learning technology
can find credit card fraud and assesses its performance
and difficulties [27]. The research analyzes how credit
card fraud allows criminals to cover up money laundering.
The large number of daily financial transactions creates
obstacles in finding fraud [46]. The investigation explored the
Machine Learning (ML) and Data Mining (DM) algorithm
based approaches that detect Credit Card Fraud Detection
(CCFD). The project highlighted the need to develop
effective prediction algorithms that aim to detect fraudulent
activity because fraudsters continue to try new tactics [83].
The proposed model provided superior performance to
both traditional Naive Bayes and Support Vector Machine
(SVM) methodologies through higher accuracy scores and
enhanced Area Under the ROC Curve (AUC) results. Real-
time analysis and powerful processing of large transaction
datasets emerged from the improved capability of the model
to detect fraud features [93]. The research presented a
performance comparison between a simulation Annealing
Technique-trained Artificial Neural Network (SA-ANN) and
a proposed Hierarchical Temporal Memory model built
using Cortical Learning Algorithms (HTM-CLA) which
represents a new methodology for online anomaly detection
systems [103].

2) IDENTITY FRAUD
When personal information is exploited for illegal access
or transactions, identity fraud occurs. People who commit
identity fraud use stolen personal information to pretend to
be you to achieve financial or criminal goals. When someone
loses their identity through fraud they suffer immediate
damage to their money, credit history, and public standing.
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TABLE 2. Comparison of Payment Fraud-related works.

a: SYNTHETIC IDENTITY
Fraudsters construct synthetic identities using legitimate SSN
or taxpayer IDs together with fake personal information such
as name and home address. Synthetic identities help criminals
commit financial fraud and create major problems for banks,
creditors, and law enforcement agencies.

b: ACCOUNT TAKEOVER
Once accounts are taken over, the attacker might carry out
financial theft or launch new fraud attempts while spreading
computer threats to other users.

3) TRANSACTION FRAUD
Anomalies in financial transactions, such as unapproved
withdrawals or transfers, are the main focus of transaction
fraud. In Table 5, we mention articles related to transaction
fraud.

This paper aimed to investigate the application of devel-
oping an integrated system that combines both hybrid deep
learning models and the Random Forest algorithm to identify
financial fraud. From the experimental analysis, false positive
rates are reduced to 15% and overall detection accuracy has
improved to 20% [6]. The system provided a mechanized
analysis approach that united machine learning protocols
with data preprocessing functions and time-sensitive ana-
lytics to detect fraudulent arrangements effectively and
precisely [12]. This research evaluated howmachine learning
(ML)–powered AI systems function to detect financial
fraud inside Internet of Things (IoT) networks. Common
advanced Machine Learning models, including Random
Forests, Support Vector Machines (SVMs), and Neural
Networks, serve to evaluate extensive and complex data
collections from IoT devices [20]. This paper suggested using
user behavior patterns from online transactions to detect fraud
using a new fraud detection method. The system examines
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TABLE 3. Comparison of Cryptocurrency-related works.

previous purchase data from time, IP, total amounts, and
usage patterns to create amultipoint hyper-sphere layout [91].

a: MONEY LAUNDERING
Money laundering hides how crooks get illegal cash by
making it seem like the money is legal. In Table 6,
we have shown a comparison of some work related to money
laundering.

The research analyzes the use of link analysis to reveal
money laundering behavior in financial transaction data
through visual representations [111]. The research examined
financial crime detection alongside fraud prevention through
graph computing methodologies and machine learning
frameworks that utilize graph neural networks (GNNs) [9].
This paper evaluates how deep learning and explainable arti-
ficial intelligence work together to detect money laundering.
The analysis shows that DL tools, including convolutional
neural networks and autoencoders, excel at finding complex
data patterns in financial transactions [11]. This document
offered an extensive description of Anti-Money Launder-
ing (AML) activities in Bangladesh covering historical

development alongside legal authorities and state partici-
pation, as well as money laundering hazard zones. The
paper examined the potential and success rate of Artificial
Intelligence (AI) applications to detect money laundering
operations and their proactive prevention abilities [74].

b: FAKE INVOICING
When people commit fraud, they use fake bills to make their
illegal actions look legitimate and hide where they put their
stolen money. People use fake invoicing methods mainly for
TBML but also commit tax evasion, fraud, and financial
crimes.

4) INSURANCE AND CLAIMS FRAUD
People commit insurance and claims fraud by lying to
insurance companies to get money they do not qualify for.
Users can commit fraudulent activities targeting multiple
insurances from medical coverage to auto coverage, property
insurance, life insurance, and disability insurance.

The research introduced SISBAR as an automated insur-
ance system architecture built on AI capabilities that
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TABLE 4. Comparison of Credit/Debit Card related works.
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TABLE 5. Comparison of Transaction Fraud-related works.
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TABLE 6. Comparison of Money Laundering related works.

combines blockchain applications along with machine learn-
ing capabilities to identify fraudulent insurance claims
and track risks. The framework utilized a permissioned
blockchain to ensure secure data sharing among partici-
pants [8]. The system implemented device-sharing transac-
tion and buyer-seller graph structures to identify sophisticated
patterns that lead to the discovery of fraudulent activities [10].
According to this study, both supervised and unsuper-
vised learning algorithms provided different strengths for
fraud detection, with Gradient Boosting Machines per-
forming excellently in recognizing established patterns and

K-Means Clustering and Isolation Forests detecting unknown
schemes [15]. This research paper studied the application
of GBAD methods across fraud detection literature. GBAD
helps detect relationships between data points and spot
patterns within linked datasets including social networks,
banking systems, and insurance fraud cases [29]. This
study developed an approach to detect auto insurance fraud
through predictivemodels by analyzing a public car insurance
database using the Boruta algorithm [40]. This study revealed
multiple drawbacks of AI-based fraud detection methods
due to integrity concerns about biased algorithms and
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FIGURE 10. Performance Heatmap for Financial Fraud Detection.

system transparency problems that result in suspension of
public trust and discrimination against specific population
segments [58].

5) SECURITIES AND TRADING FRAUD
In securities fraud, people violate legal rules in financial mar-
kets to gain benefits by sharing wrong or misleading market
details. Malign practices in securities trading harm investor
earnings and threaten the market’s honest operations. Several
research articles demonstrate information on securities and
trading fraud in Table 7.

6) COMPARISON OF MODEL EFFECTIVENESS
The performance of five AI models, Decision Tree, Random
Forest, ANN, XGBoost, and GNN across three categories
of financial fraud, credit card fraud, IEEE-CIS fraud,
and bitcoin fraud is summarized in a heatmap shown in
Figure 10. The findings are derived from three popular
datasets: the Credit Card Fraud Detection Dataset (Kaggle;
284,807 transactions; creditcard.csv) [128], the IEEE-CIS
Fraud Detection Dataset (Kaggle Competition; 590,000
transactions; train_transaction.csv, train_identity.csv) [129],
and the Elliptic Bitcoin TransactionDataset (Kaggle; 203,769
nodes; elliptic_txs_features.csv) [130].
Using a gradient color scheme, the heatmap shows lower

performance with brighter yellow shades and higher AUC/F1
scores with darker blue shades. While GNN consistently
performed well across all datasets, particularly in bitcoin
fraud (0.890), ANN earned the highest score (0.961) in
credit card fraud detection. This is probably because GNN
can represent graph-based transaction data. The effectiveness
of the decision tree was significantly lower, particularly
when applied to the Bitcoin dataset (0.650). These results
underscore the importance of selecting model architectures
that align with the complexity and structure of the data.
The heatmap also shows that performance differences are
more noticeable in datasets with intricate network archi-
tectures, which are difficult for conventional models to
handle.

B. AI TECHNIQUES
The taxonomy explores the AI methods used to solve
financial fraud detection problems. The key to identifying
fraudulent patterns is machine learning, which is divided
into supervised and unsupervised learning. While recurrent
neural networks (RNNs) and graph neural networks (GNNs)
are used for sequential transactions and interconnected
networks, respectively, deep learning techniques such as
convolutional neural networks (CNNs) handle fraud detection
in image-based or geographical data. Model-based and
model-free techniques are part of reinforcement learning
(RL), which adjusts to changing fraud trends. Stacking
and ensemble approaches are examples of hybrid models
that further improve detection capabilities by integrating
numerous strategies for increased accuracy.

1) MACHINE LEARNING
Machine learning stands as the primary method of finding
financial fraud patterns. Today, fraud detection systems use
machine learning to work better by learning large datasets,
detecting unusual activities, and doing this automatically.
A significant number of research works have already been
published based on machine learning models. We present
some of them in Table 8.
This paper examined financial cybercrime through an

investigation of criminal fraud tactics combined with a
discussion on how machine learning (ML) and deep learning
(DL) approaches protect against these offenses. The paper
tracked the development of financial fraud from its inception
to the effective measurement of anomaly detection strategies
and current field obstacles [25]. In addition, further research
revealed that machine learning approaches, including super-
vised and unsupervised methods, are widely utilized for
anomaly discovery within procurement operations. Natural
language processing proves to be successful when used
for examining contractual text and uncovering problems.
AI models provided better fraud activity detection capabili-
ties through improved accuracy that reaches 25% higher than
traditional methods. The results of the review showed howAI
systems are linked with blockchain-based technology to build
a strong institutional approach to prevent procurement fraud
while maintaining data transparency and permanence [30].
The authors presented a distributed deep forest model built
through the parameter server system. This system worked
as a specific solution designed to handle extensive machine
learning operations used in industrial applications, including
fraud detection [101].

a: UNSUPERVISED LEARNING
Machine learning systems learn by studying unlabeled data,
data without information showing which answers are correct.
In Table 9, we compare some related works on unsupervised
learning.

The research findings in [17] showed that random forests,
together with support vector machines (SVM), along with
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TABLE 7. Comparison of Securities and Trading fraud related works.
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TABLE 8. Comparison of machine learning related works.
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unsupervised clustering and dimensionality reduction meth-
ods, succeed in detecting different fraud patterns. The hybrid
machine learning approach provided vital improvements
to the accuracy of fraud detection along with enhanced
operational productivity over standard fraud-detecting sys-
tems [51].

b: SUPERVISED LEARNING
A machine learning approach called supervised learning
trains the model to use data that is called labeled data. Data
consists of input features along with their corresponding
accurate output (label). In Table 10, we present a comparison
of related works on supervised learning.

The paper investigates the application of AI-enhanced
data engineering techniques for real-time fraud detection in
digital transactions. The system integrates machine learning
instruments with advanced data purification and streaming
analysis tools to detect fraud patterns promptly with reliable
precision [12]. The study showed that supervised learning
models, such as Gradient Boosting Machines, could perform
well in identifying established fraud patterns with high pre-
cision, while unsupervised learning models such as K-Means
Clustering and Isolation Forest could have better results in
detecting new frauds [15]. In particular, the study showed that
supervised learning models such as Random Forest and SVM
obtained the best accuracy rate on the fraud detection task,
above 90% in most cases, and performed better in separating
fraudulent and legitimate transactions [20].

2) HYBRID MODELS
Fraud detection models using hybrid approaches combine
various machine learning and deep learning techniques to
leverage the strengths of each and improve the overall per-
formance and precision of fraud detection systems. In hybrid
methods, the goal is to integrate different approaches,
such as supervised, unsupervised, or ensemble techniques,
to enhance the ability to detect complex patterns and
fraud in transaction data. This research paper focuses on
integrating hybrid deep learning models with the random
forest algorithm for financial fraud detection. The proposed
approach harnesses the strengths of deep learning models
in processing high-dimensional data, while utilizing the
interpretability and decision-making capabilities of random
forests [6]. In particular, the review showed that the COVID-
19 pandemic had fueled a huge upsurge in fraudulent
activities, with a global financial loss for 2023 reaching $34
billion. The most effective hybrid models were found and
scored the highest accuracy at 99.38% [75].

a: MODEL STACKING
Stacked generalization (model stacking) is an ensemble
learning technique that combines several models in order
to improve prediction accuracy. Basically, you train a
bunch of base models with the same dataset and then use
another (meta) model called a stacker (or a stacker) to

combine the output of your models into a single output.
This allows us to take advantage of the strengths of
different models and also reduce over-fitting and improving
generalization.

b: ENSEMBLE MODEL
Machine learning paradigm that combines several models,
or ‘‘learners,’’ to improve the predictive performance of an
overall ‘system’ The basic idea is that the ensemble of
various models produces a better generalization (result) than
any single model, this is specifically true for the complex
problems with the assistance of data like fraud detection.
Ensemble methods are very powerful in specific fields, such
as financial fraud, where the pattern of fraud is often tricky,
diverse in variety, and complicated.

3) DEEP LEARNING
While working with large data groups, deep learning finds
simple connections using neural networks with multiple
layers. Deep learning works well in finding fancy types of
fraud by understanding how data is linked in complicated
ways. In Table 11, we provide a comparative analysis of
related studies on deep learning.

The research used deep learning methods to find financial
statement fraud, combining financial statement ratios with
textual analysis of Management Discussion and Analysis
sections in annual reports using HAN [7]. The research
demonstrated how AI-powered database management sys-
tems modify both FinTech transaction speeds and fraud
detection capabilities. The main goal explored how machine
learning together with deep learning alongside natural lan-
guage processing enhances fraud detection while improving
transactional processes [22].

a: CNN
CNNs work like a deep learning system that handles grid-
like data, especially images, and can help spot financial fraud
when looking at patterns in data and location information.
One research showed that hybrid deep learning networks
and Random Forest techniques improve the effectiveness
of financial fraud detection. They combined deep learning
models for handling big data with Random Forest to
make better decisions about financial fraud detection and
also created a dual-purpose model using CNN and LSTM
networks to recognize transaction patterns across different
time points and location types [6]. The proposed system
mixed AI technologies such as CNNs for face and fingerprint
verification alongwith unsupervised learning to spot irregular
patterns of user activity [24].

b: GNN
GNNs work better than regular neural networks with square
or line data by handling connections between objects in
graphs, which helps spot fraud in the detailed web of money
transfers. A paper studied how GNNs and graph machine
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TABLE 9. Comparison of unsupervised learning related works.

learning methods can detect financial crime and fraud
patterns in data. Graph-based analysis efficiently reveals
the connections between transactions and helps us locate
unusual patterns, track fraudulent groups, and identify money
laundering schemes [9]. Another research examined how

graph computing technology and machine learning with a
special focus on GNNs helped detect financial crimes and
fraud. Graph-based methods showed how different financial
activities are connected to spot abnormal patterns and help
stop criminal financial networks [9].
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TABLE 10. Comparison of supervised learning related works.

c: RNN
RNNs are an essential tool in three important areas -
speech recognition, language modeling, and fraud detection,
making it possible to understand transaction sequences
and identify fraudulent patterns as they evolve. The paper
studied how computer-based systems could help reduce
fraudulent insurance claims in medical settings. The paper
showed traditional rule-based systems weren’t strong enough
anymore and introduced different machine learning and deep
learning methods, such as supervised learning and deep
learning models, that could improve results [16].

4) REINFORCEMENT LEARNING
Unlike supervised or unsupervised learning, RL does not
teach the model from the data instead it must learn through

trial and error. Therefore, the agent explores actions and
updates its strategy based on rewards received by it in such
environments where the system needs to learn more over time
from new environments.

Reinforcement learning has received interest in fraud
detection because it is able to adapt its performance
and continuously improve as new fraud patterns emerge.
In environments where fraud detection systems need to
respond in real-time to constantly changing fraudulent tactics
and strategies, it serves its utility.

C. FINANCIAL NETWORK COMPONENTS
The taxonomy takes into account the organizations that
detect fraud and emphasizes their functions within the larger
financial system. As the backbone of financial systems, banks
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TABLE 11. Comparison of deep learning related works.
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are vulnerable to a variety of fraud risks, such as identity
and transaction fraud. Payment processors deal with financial
data in real time; therefore, they need strong AI solutions to
identify anomalies. The different operating frameworks of
the cryptocurrency platforms and credit unions complicate
efforts to detect fraud. These elements work together to create
the framework that AI-driven systems need to function well
in order to prevent financial crime.

1) BANKS
The central institution in the financial network is the
banks and they perform transactions, lending, depositing,
and various other financial services. In particular, they are
especially prone to a variety of forms of fraud, such as
identity theft, transaction fraud, and account takeover, among
other things. Sensitive financial data are being processed
by both individual and corporate clients in the hands of
banks, so they have to make sure that their systems are
fit for detecting fraudulent actions. The paper proposed
a conceptual model to enhance detection of credit card
fraud by banks using artificial intelligence, data mining,
and geolocation techniques. It discussed how AI leveraged
real-time transactional data analysis, identified patterns, and
learned to adapt to the emergence of fraud, thereby increasing
accuracy in fraud detection and reducing the number of
false positives [110]. Effect of the COVID-19 pandemic
on the banking sector: Adoption of artificial intelligence
and machine learning technologies is examined in the
banking sector. A SWOT analysis is conducted to assess the
strengths, weaknesses, opportunities, and threats of AIML
implementation in banks [76].

2) PAYMENT PROCESSORS
Payment processing works as a middleman between a
merchant, their customer, and financial institutions. In real
time, they complete financial transactions so they have to be
part of fraud detection. Due to the volume of transactions they
process, they need robust fraud-checking systems to catch
fraudulent payments and protect financial information.

3) CREDIT UNIONS
A credit union is a member-owned financial institution that
provides value similar to that of a bank. Usually, they
serve smaller communities or special groups, and offer
more personalized services. Although they aren’t as busy
processing transactions as large banks, credit unions can fall
victim to credit card fraud, account takeovers, and loan fraud.

4) CRYPTOCURRENCY PLATFORMS
Services that handle the storage and exchange of cryptocur-
rencies such as Bitcoin, Ethereum, and other digital cur-
rencies include both cryptocurrency platforms (exchanges,
wallets, and trading platforms). Since the anonymity of cryp-
tocurrency transactions and decentralized structure, these
platforms are highly prone to fraud like money laundering,

phishing, and fraudulent trades amongst others. The paper
surveyed techniques of data mining applied to financial fraud
detection from 2009 to 2019. It identified and categorized
financial fraud, covering credit card fraud, cryptocurrency
fraud, insurance, and financial statement fraud, and evaluated
the performance of 34 data mining techniques [28].

D. FRAUD DETECTION METRICS
When assessing the effectiveness of AI models employed in
fraud detection, metrics are essential. According to the tax-
onomy, accuracy, precision, and recall are crucial indicators
of a model’s capacity to distinguish between fraudulent and
legitimate activity. Furthermore, a model’s false positive rate
is a crucial metric for assessing its dependability since it
makes sure that legitimate transactions aren’t inadvertently
reported, which could cause disruptions and erode client
confidence. In Table 13, we mention performance detection
metrics used in the existing study.

1) FALSE POSITIVE RATE
A fraud detection model’s error rate for normal transactions
shows FPR by identifying genuine purchases as fraudulent.
The reliability of a fraud detection system depends on FPR
evaluation because excessive error rates disrupt customer
service and compromise system trust. The research showed
predictive AI improved fraud detection while lowering error
rates and reacting faster to changing fraud techniques.
The research highlighted how supervised and unsupervised
models worked together with hybrid methods along with
Apache Kafka and Spark Streaming for real-time analytics
to reach optimal fraud detection results [109]. When false
positive rates are high, they force legitimate customers to
deal with frustration and can destroy their faith in the system.
Keeping low false positive rates helps to ensure that our
model remains reliable for users and works correctly.

2) RECALL
A fraud detection model identifies true fraud occurrences
through its recall measurement. High specificity evaluation
demonstrates that the model effectively identifies real fraud-
ulent transactions which need urgent action. When a system
findsmost of the existing fraud events it helps companies stop
financial losses and lower their exposure to risk. Thismeasure
is of special importance when fraudulent activities that are
incorrectly disregarded would cause serious problems.

3) PRECISION
The PPVmetric examines whether our fraud detection model
correctly identifies fraudulent transactions from its total
findings. Precision shows how well faulty purchases get
detected from total flagged transactions by preventing incor-
rect warnings. When detection accuracy is high investigators
receive fewer incorrect alerts to review and make fewer
mistakes in their investigations. An effective fraud detection
system needs to be built to achieve good accuracy without
missing true cases.
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TABLE 12. Performance detection metrics used in the existing study.

4) ACCURACY
The accuracy score assesses how well a fraud detection
system works by showing what percentage of transactions
it recognizes correctly. When accuracy evaluates models
across large datasets it shows overall precision but fails to
detect problems that appear when fraud instances are scarce.
It shows how well the model functions overall. In large
datasets that heavily favor real transactions this evaluation
technique may not deliver reliable results.

E. LEGAL AND ETHICAL CONSIDERATIONS
It is critical to address ethical and legal issues as AI solutions
are used more and more in financial fraud detection. Given
the sensitive information involved in financial transactions,
data privacy is a major concern. To guarantee impartial and
equitable detection systems, bias in AI algorithms needs to
be reduced. Adherence to legal norms requires regulatory
compliance, and accountability mechanisms must be put in
place to hold stakeholders accountable for the results of AI
implementations.

1) DATA PRIVACY
Keeping customer personal data safe is very important when
making financial fraud systems because they store and
handle information like who they are and their purchases.
Data privacy efforts must happen to protect personal info
and meet rules like GDPR and CCPA, or customers won’t
trust you. To keep data safe, we use encoding to hide
information, unlink data to people, and store everything
correctly.

2) BIAS IN AI MODELS
Biased or insufficient data might occasionally make AI
models used for fraud detection unfair. Historical injustices
are frequently the source of these biases. We must employ
representative, varied data and test the models frequently to
ensure equity. Explainable AI contributes by encouraging
openness and fairness for all.

3) REGULATORY COMPLIANCE
To work properly AI fraud detection systems must follow
all necessary legal rules. Companies need to follow data
privacy rules and sector rules plus separate rules for each
location. When companies do not meet legal requirements,
they may face monetary penalties plus damage to their
reputation. Companies need to partner with lawyers to keep
sound records while making sure their models provide clear
explanations that external groups can accept.

4) ACCOUNTABILITY
Stakeholders must accept responsibility for AI system results
including unexpected outcomes to make accountability work.
Every part of this system needs clear job definitions to work
properly.

F. FRAUD DETECTION APPROACHES
This section examines the methods for identifying fraudulent
activity. While graph-based detection uses networked data
to find fraud rings or related activity, anomaly detection
finds departures from typical behavior. To find links between
fraudulent entities, social network analysis is utilized.
Density-based methods and rule-based systems offer orga-
nized frameworks for spotting trends that point to fraud.
These methods serve as the cornerstone of all-inclusive
fraud detection systems and are frequently enhanced by AI
techniques.

1) ANOMALY DETECTION
Anomaly detection systems find transaction behaviors that
differ markedly from normal patterns. It helps identify fraud
methods beyond those with clear historical patterns. This
system hunts for unusual transactions that might represent
fraudulent actions because fraud patterns remain unknown.
Detecting anomalies helps security teams find suspicious
activities at the beginning and this process works well
together with other methods for better fraud detection. The
research presented an in-depth look at financial cybercrime
while exploring both ML and DL technologies for recog-
nizing and stopping criminal tactics. The research showed
how financial fraud techniques have evolved over time along
with how anomaly detection methods succeed and fail to
fight cyber fraud in finance [25]. Also, another research
analyzed how graph-based anomaly detection methods help
detect fraud activities. GBAD better showed how to handle
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complex links between items and spots hidden designs in
grouped information from various domains [29].

a: DENSITY-BASED APPROACHES
Data density regions help density-based systems detect
anomalies in their analysis. Fraud tracks clearly show up
among scattered normal transactions because data points are
far apart. These methods can locate natural groupings of
acceptable conduct and easily identify suspicious behavior
when used with large datasets.

b: STATISTICAL MODELS
Statistical models find unusual behaviors by mathematically
studying data to see if results differ from standard patterns.
These statistical tools establish certainty levels for what
should be viewed as regular behavior. When data matches
these limits system designers detect probable fraud. Statis-
tical models offer basic fraud detection methods that run well
but fail to adapt to sophisticated changing fraud schemes.

2) RULE-BASED SYSTEM
A rule-based system depends on set rules and limit values
to spot fraudulent transactions. The system uses established
rules from experts and recognizers of past fraud patterns to
detect suspicious activity. The system marks transactions for
review when they breach one or more established rules. The
simple design and deployment of rule-based systems make
them straightforward to use yet their set rules struggle to spot
emerging fraud methods and need regular updates to help
catch new fraud tactics. The research looked at how GNNs
and graph machine learning helped detect financial crimes
and fraudulent activities. Graph-based methods effectively
recognize relationships and patterns in financial transactions,
allowing them to identify unusual transactions and uncover
money laundering schemes [9]. Another research analyzed
how artificial intelligence algorithms help financial systems
better find fraudulent activities. It integrated machine learn-
ing Gradient Boosting and Random Forest systems with
special data preparation methods to create an automated
fraud spotting platform. The AI-powered solution worked
better with new fraud patterns and helped businesses
reduce both false alarms and traditional fraudulent detection
issues [13].

3) GRAPH-BASED DETECTION
Using graphs helps experts find secret links between bank
accounts, users, and their transactions. When we understand
how transactions connect different accounts we can spot
organized criminal groups and coordinated attacks better.
This method spots linked criminal activities better than
basic detection approaches because its network analysis
points out hard-to-find connections in financial crimes. The
paper presented InfDetect which is a large-scale graph-
based system that finds e-commerce insurance fraud. The
system found fraudulent behavior by studying multiple
graph types including traffic, connection sharing, and trading

records [10]. The evaluation revealed that graph-based
models combined with autoencoders and multi-channel CNN
algorithms help detect suspicious commercial activities pre-
cisely. The study showed that graph convolutional networks
captured transaction relationships well while autoencoders
detected weak export pattern differences [11].

a: SOCIAL NETWORK ANALYSIS
By mapping the links between network members, Social
Network Analysis (SNA) improves graph-based fraud detec-
tion by exposing hidden linkages that conventional trans-
action monitoring could miss. SNA can detect complex
schemes like money laundering and organized financial
crimes by examining relationships and identifying fraud
clusters and linked fraudulent companies. SNA identifies
patterns across several entities, revealing collusive behaviors
and unusual connections, in contrast to rule-based systems
that concentrate on individual transactions. By taking a
comprehensive approach, financial institutions may better
monitor illegal activity and reduce risks by proactively
spotting and dismantling fraudulent networks before they do
serious harm.

4) BEHAVIORAL ANALYTICS
Behavioral analytics studies what users normally do so it can
detect changes that might mean someone is being dishonest.
Our system records a user’s typical actions and helps us
find unusual events like transactions beyond the norm or
unexpected device usage locations. The suggested model
tracked customer spending anomalies by processing data with
real-time analytics methods and non-linear regression stats.
Also, themodel helped customers identify their new spending
patterns without depending fully on past records [110].
Another biometric authentication system combined AI tech-
nology to evaluate facial expressions and fingerprints with
unsupervised algorithms that spot behavior changes [24].

a: PATTERN RECOGNITION
Behavioral analytics tools detect stable patterns in user
activities as they happen over multiple days. The system
detects normal user activities by studying their transaction
orders and other behavior-tracking information. When nor-
mal behavioral patterns are known the system detects unusual
activity. By recognizing unique user actions this technique
finds uncommon changes like sharp spending increases or
surprising transaction locations.

b: USER PROFILING
The system builds complete user profiles by combining past
behavior and taste information. New data keeps updating
this profile so that the system can respond better to user
changes. The system uses user profiles to notice unexpected
purchase actions that look like fraud. The method increases
fraud detection performance by taking into account each
user’s specific details, which helps spot suspicious actions
better.
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TABLE 13. Overview of AI models and their applications in financial
fraud detection.

VI. INDUSTRIAL APPLICATIONS OF AI IN FINANCIAL
FRAUD DETECTION
The use of artificial intelligence (AI) in identifying and
stopping financial fraud has grown more crucial as a result of
Industry 4.0’s quick development and the broad acceptance
of digital financial services. Several academic studies about
financial fraud in industry and industry reports emphasize
how AI is revolutionizing actual financial systems.

These advancements are supported by industry insights
in addition to academic research. AI is currently a key
component of banking companies’ fraud detection methods,
per a 2025 Forbes Tech Council article. Machine learning
algorithms can identify unusual transaction patterns using
behavioral analytics, allowing for early intervention and
customer protection [126]. In a similar vein, IBM (2024) talks
of integrating AI into end-to-end fraud management systems,
emphasizing features like adaptive learning, real-time risk
scoring, and document verification based on natural language
processing [127].

VII. ISO STANDARDS IN FRAUD DETECTION
Financial institutions gain from quicker transactions, greater
market access, and improved customer service as they
become more integrated in the digital economy. But there
are also significant drawbacks to this integration, with fraud
being a big issue. Financial security is increasingly at risk
from sophisticated threats such as identity theft, transaction
fraud, money laundering, and cyberattacks.

To address these risks, international organizations have
developed standardized frameworks like ISO standards.
These give financial organizations instructions for imple-
menting efficient fraud detection, guaranteeing regulatory
compliance, fostering client trust, and minimizing financial
losses.

In Table 14, every standard is described together with
its particular uses, application range with role, and special
function in identifying and stopping fraud. Our paper
focuses exclusively on three ISO standards: ISO 8583 for
card-based transactions, ISO/TR 22239 for financial crime
risk management, and ISO/IEC 27001 for information
security.

VIII. OPEN ISSUES AND CHALLENGES
In this section, we outline several open issues and challenges
associated with AI-driven fraud detectionmodels in Financial
Networks. These challenges are summarized as follows.

• Evolving Fraud Patterns: With the use of cutting-
edge technology, such as deep fakes, synthetic identities,
and cross-platform tactics, financial fraud schemes have
become more complex. Continuous model retraining
and updates are necessary, as AI algorithms trained on
historical data often find it difficult to adjust to these
rapidly changing fraud tendencies.

• Imbalanced Datasets: A small percentage of financial
data is made up of fraudulent transactions, which causes
the datasets to be extremely unbalanced. AI algorithms
are less able to identify infrequent but crucial fraudulent
activity as a result of this imbalance, which favors non-
fraudulent cases. It is still difficult to develop methods
for dealing with unbalanced datasets.

• Interpretability of AI Models: Many advanced AI
techniques, such as deep learning, operate as ‘‘models
with limited explainability,’’ making it difficult to
explain their decision-making processes. This lack
of interpretability creates challenges in regulatory
compliance, auditing, and gaining stakeholder trust.
Developing interpretable models without compromising
accuracy is a pressing concern.

• Balancing Fraud Detection Metrics: Many fraud
detection systems suffer from high false positive rates,
leading to operational inefficiencies and customer
dissatisfaction, requiring better precision and recall
balancing.

• Regulatory Compliance and Ethical Concerns:
Ensuring regulatory compliance and maintain user
privacy while using AI-based fraud detection remains
a challenge, particularly with increasing concerns about
AI bias and accountability.

• Limitations of Current FraudDetectionApproaches:
The effectiveness of fraud detection approaches like
anomaly detection, graph-based detection, and behav-
ioral analytics is limited by evolving fraud techniques
that can evade existing models, necessitating continuous
updates and improvements.

• Scalability of AIModels:Massive amounts of real-time
financial transactions across international networks
must be handled by fraud detection systems. A recurring
problem is making sure that AI models continue to be
effective and scalable in such demanding circumstances
without sacrificing latency or accuracy.

• Bias and Fairness: AI algorithms can unwittingly
exhibit bias, resulting in discriminatory practices
towards specific demographics or customer categories.
For example, fraud detection systems may dispropor-
tionately highlight transactions from specific locations
or client profiles. Ensuring fairness and bias reduction
in AI models is a critical challenge for equitable fraud
detection.
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TABLE 14. The table below of ISO standards that are relevant to Financial systems [113].

• Resource Constraints in Small Institutions: Smaller
financial institutions, such as credit unions, often lack
the resources and expertise to implement advanced
AI-based fraud detection systems. This creates a gap in
fraud prevention capabilities between large and small
institutions, which require cost-effective and accessible
solutions.

IX. CONCLUSION AND FUTURE WORK
In this study, we had the specific objective of conducting
a detailed analysis of how AI, ML, data mining, big data,
and blockchain complement each other in strengthening
financial fraud detection methods. In this regard, we went on
a quest in the territory where mathematics and information
dwell to look for the best strategies that can be embraced
to curb what has become an increasing menace of fraud.
This paper sought to demystify the connections that exist
between AI, ML, data mining, big data, blockchain, and the
financial security web as global society becomes saturated
with cutting-edge technology solutions. Our purpose was to
identify efficient strategies that could increase the robustness
of the financial infrastructure, promote trust, and maintain
the privacy and security of transactions in an environment
increasingly exposed to cyber threats. Together, the results
of this research demonstrate that AI and ML are capable of
raising the bar on financial fraud prevention and provide a
basis for subsequent developments that can help maintain the
stability of the financial sphere against new types of threats.

Future works must focus on improving Interpretability,
integrating AI and blockchain, and employing federated
learning to reinforce user privacy protection. Moreover,
developing more accurate and scalable real-time fraud
detection systems that we could not previously afford will
become essential to combating new threats. Getting better
at transparency and coordination between involved players,

industry and, in effect, financial regulation will greatly
depend on the symbiotic relations between the financial insti-
tutions, the regulators, and the academics to ensure that these
alarm systems powered by AI technology keep on improving
and continue to ensure that the financial network boasts
of strong security. Besides, we highlight the importance of
explainable AI in fraud detection to maintain regulatory
compliance and confidence. Complex AI decision-making
has been successfully explained by methods like LIME
and SHAP. LIME delivers human-readable explanations for
each fraud prediction, but SHAP provides strong feature
attribution both locally and globally. These technologies are
crucial for practical implementation in financial institutions
and greatly improve model transparency when joined with
counterfactuals and rule-based anchor explanations. Notably,
decentralized fraud analysis that protects privacy can bemade
possible using GNNs with Federated Learning. Combining
RL with LLMs may make it easier to identify adaptive
fraud strategies in both structured and unstructured data.
Finally, QML combined with Deep Learning may enhance
performance and scalability in complex fraud situations.
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